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Abstract  
 
The prediction of future events is done by using various form of models. In this study, equity market 

data prediction  is developed  based on  neural network and neuro fuzzy model by using the past equity 

market data. The analysis of the two models is performed by using the same input and output data 

which is obtained from http://borsaistanbul.com/en/data/data/equity-market-data/bulletin-data. System 

is trained, fuzzy rules are discovered and future predictions are made. Accuracy of these two models  is 

compared. 
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1. Introduction  

 

Equity market data prediction has a big importance for the people who are interested in 

investment and trade. It is very hard  to predict this data for the reason that it is affected in a 

positive or negative way from the events such as economic condition, political situation, traders’ 

expectations and catastrophes [1]. This situation causes equity market data to become dynamic, 

nonlinear and complex. However, by using artificial intelligent algorithms and methods such as 

regression, artificial neural networks (ANN), fuzzy logic (FL) and genetic algorithms, this data 

can be analyzed and learnt from it to make future predictions. 

 

During the last years, stock market data prediction is done with various algorithms. For example, 

in a study, it is predicted by using Neuro Fuzzy Inference System and outputs are found with an 

accuracy rate of 98.3% [2]. In other study, genetic algorithm is used to determine connection 

weights for artificial neural networks with the aim of  predicting stock price index [3].  

 

In this study, Artificial Neural Networks (ANN) and Neuro Fuzzy Systems are used to contruct 

two models in order to predict  equity market data and compare efficiency of these models. In 

order to construct these models, as an input and output, historical data which is obtained from 

http://borsaistanbul.com/en/data/data/equity-market-data/bulletin-data for three months is used. 

For the first model, data is trained and predictions are made by using Neural Networks Tool 

(NNTool). For the second model, Adaptive Neuro Fuzzy Inference System (ANFIS)  is used, 

data is trained by using back propagation algorithm and then tested. 

 

The rest of the paper is structured as follows. In section 2, background about Artificial Neural 

Networks (ANN), Fuzzy Logic (FL), Neural Networks Tool (NNTool) and Adaptive Neuro 

http://borsaistanbul.com/en/data/data/equity-market-data/bulletin-data
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Fuzzy Inference System (ANFIS) Tool is given. Then, for the first model, system is trained by 

using Neural Networks Tool (NNTool) and for the second model, system is trained by using 

Neuro Fuzzy Inference System (ANFIS) tool. After that, predictions are made. In section 3, 

results of these predictions are given. In section 4, these results are compared. Finally, 

conclusions of the study is summarized and future directions of  work is explained.   

 

 

2. Materials and Method  

 

In this study, prediction of equity market data is based on neural network and neuro fuzzy 

inferences system back propagation algorithm. Inputs are carried on Neural Networks Tool 

(NNTool) and Neuro Fuzzy Inference System (ANFIS) Tool and equity market data for 15 days 

is predicted.  

 

Artificial Neural Networks (ANN) are developed to examine and mimic central nervous system, 

especially brain. It consists of interconnected neurons or nodes which receive  input signal from 

other nodes or external stimuli, process transformed output by using some functions, and  send it 

to other neurons or final result [4]. Number of layers, number of nodes in each layer and 

connection between them identify architecture of network. Multi Layer Perceptron (MLP) which 

is used in this study as an ANN form consists of input layer, output layer and hidden layer. Input 

layer receives external information, output layer produces solution of this network, hidden layer 

which is between input layer and output layer enables to create complex models, and discover 

non-linear dependencies between input and predicted data [5].  

 

Fuzzy Logic was introduced by  Lotfi A. Zadeh in the year of 1965 [6],  the reason of creating 

fuzzy logic is representing data which is imprecision and not clearly defined [7]. Fuzzy logic 

variables may have a membership value which is 0, 1 and any value between 0 and 1. As a result, 

basis for approximate reasoning is provided [8]. In this study, as a fuzzy inference system,  

Takagi-Sugeno system is used. Thus, output is lineer or constant. In addition, to train fuzzy 

inference system, backpropagation optimization method is chosen. Backpropagation algorithm 

consists of two stages which are forward and backward. In forward stage, signal is fed in a 

forward manner until getting the output. After that, in backward stage, error which is difference  

between desired output and actual output is calculated [9]. Then, this error is propagated to the 

connections by adjusting connection weights with the aim of decreasing magnitude of error and 

train network.   

 

Neural Network Toolbox™ helps creating, training and simulating neural networks by providing  

many functions and applications. Neural Network Toolbox supports both supervised and 

unsupervised learning and can be used for data fitting, time-series prediction and clustering [10]. 

Neural Networks Tool (NNTool) is one of the  Graphical User Interface (GUI) tools included in 

Neural Network Toolbox [11]. In this study, by using this tool, firstly input, output and target 

data is loaded to the system. Then, network type, training function, adaption learning function, 

performance function and number of layers are chosen. As a result, a  neural network is created. 

After that, this network is trained, and performance and regression of this network is examined. 
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The Adaptive Network-based Fuzzy Inference System (ANFIS) is a fuzzy inferences system that 

uses ANN to determine fuzzy rules and fuzzy membership functions [12]. In other words, it is the 

combination of fuzzy logic and neural network which are two powerful paradigms [13].      

Takagi-Sugeno type fuzzy system with two inputs and one output is shown in Figure 1. This 

network contains five distinct layers which makes it multi-layer network. 

 

 

 
 

Figure 1. The ANFIS structure 

 

 In this study, ANFIS is used to predict equity market data for 15 days by using historical data. In 

order to form a forward network structure, Takagi-Sugeno fuzzy system is used. As a training 

fuzzy inference system optimization method, backpropagation algorithm is chosen. 

 

 

2.1. Theory/calculation  

 

Equity market daily bulletin which is first session data of a bank is obtained from the address of 

http://borsaistanbul.com/en/data/data/equity-market-data/bulletin-data. Training data is belongs to 

a period of 90 days starting from September 12, 2013 to January 24, 2014. Checking data is 

belongs to a period of 15 days starting from January 27, 2014 to February 14, 2014. Training data 

consists of 90 pairs. Each pair has 3 inputs and 1 output. Checking data consists of 15 pairs, each 

pair of this data has 3 inputs and 1 output. While opening price, the lowest price and the highest 

price are used as an input, closing price is used as an output. NNTool is used to simulate and 

analyze the network for Neural Network Model. ANFIS is used for Neuro Fuzzy Model. Equity 

market daily bulletin first session data for 15 days is predicted. 

 

2.1.1 Neural Network Model 

 

For this model, firstly system is trained by using 90 pairs of input data and 90 target data. Then, 

equity market daily bulletin first session data is predicted for 15 days. 

http://borsaistanbul.com/en/data/data/equity-market-data/bulletin-data
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As a network type feed-forward backpropagation is chosen. In order to train system Levenberg-

Marquardt (TRAINLM) function, to adapt learning function LEARNGDM function which refers 

to gradient descent with momentum weight and bias learning [14], as a performance function 

Mean Squared Error (MSE), as a transfer function PURELIN functions are used. Network is 

created with 2 layers which is shown in Figure 2 and with features that mentioned above. Then, 

system is trained. After training the system, new inputs are loaded to the system to predict 

outputs of them and predictions are made. 

 

 

 
 

Figure 2. Skeleton of neural network 

 

2.1.2. Neuro Fuzzy Model 

 

Training and checking data is loaded to the system. To partition input space and construct Fuzzy 

Inference System (FIS), grid partition method and subtractive clustering method are used. For 

grid partition method 27 rules, for subtractive clustering method 3 rules are constructed by 

ANFIS automatically. For both methods, system is trained by using backpropagation algorithm 

for 100 epochs with no error tolerance. 

 

For grid partition method, performance of system is examined by using trimf, trapmf, gbellmf, 

gaussmf, gauss2mf, pimf, dsigmf and psigf Membership Function (MF) Types. Then, MF Type 

which gives the best result is chosen to compare performance of system with the performance 

when subtractive clustering method is used. After that, in order to partition input space and 

construct FIS, subtractive clustering method is experimented with the features that range of 

influence is 0.5, squash factor is 1.25, accept ratio is 0.5 and reject ratio is 0.15. Finally, the best 

method is chosen for Neuro Fuzzy Model to compare efficiency of the network with Neural 

Network Model. Then, predictions are made. 

 

3. Results  

 

In this study, predictions of equity market daily bulletin first session data for 15 days are made by 

using NNTool and ANFIS which are based on Neural Network Model and Neuro Fuzzy Model. 
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For Neuro Fuzzy Model, performance of grid partition method by using gaussmf MF Type 

showed better performance with average testing error 0.050028 between other MF Types which 

are trimf, trapmf, gbellmf, gauss2mf, pimf, dsigmf and psigf. On the other hand, for Neuro Fuzzy 

Model, it is observed that when subtractive clustering method is used instead of grid partition 

method in order to generate FIS, performance of the system is improved with the average testing 

error 0.026273. Because of this reason, subtractive clustering method is used for Neuro Fuzzy 

Model in order to compare performance of the system with Neural Network Model. At the end of 

the experiment, it is observed that prediction performance of Neural Network Model is better 

then Neuro Fuzzy Model’s with the lower mean squared error. Details of experiment is explained 

below.  

 

For Neural Network Model, best validation performance is achieved at epoch 5 with the value of 

0.00053677 which is shown in Figure 3. Regression of the training is shown in Figure 4. 

 

 
 

Figure 3. Performace of the system 

 

 
 

Figure 4. Regression 
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For Neuro Fuzzy Model, when grid partition method is used to construct FIS and as a 

Membership Function (MF) Type trimf, trapmf, gbellmf, gaussmf, gauss2mf, pimf, dsigmf, psigf 

are experimented, it is observed that for this example and for grid partition method, gaussmf MF 

Type gives the best result with average testing error 0.050028. Gbellmf, pimf, trim, gauss2mf, 

tramp, dsigmf and psigmf MF Types followed gaussmf MF Type with the average testing errors 

0.074333, 0.25361, 0.49829, 0.61863, 0.83945, 0.86431 and 0.86432. Because of its better 

performance, gaussmf MF Type is chosen for grid partition method. FIS is generated. 

Backpropagation optimization algorithm is chosen as an optimization method, system is trained 

with no error tolerance for 100 epochs and as it is shown in Figure 5, error for 100
th

 epoch is 

found 0.045022. 

 

 
 

Figure 5. Training error 

 

When FIS output is checked against checking data which is loaded to the system before, Figure 6 

is obtained. As it is seen, when grid partition method is used with gaussmf MF Type and system 

is trained by using backpropagation algorithm for 100 epochs with no error tolerance, average 

error tolerance testing error is 0.050028. 
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Figure 6. Plotting checking data aganist FIS output 

 

When subtractive clustering method is chosen to generate FIS with the features that range of 

influence is 0.5, squash factor 1.25, accept ratio 0.5 and reject ratio 0.15, training error and 

average testing error decreases greatly as it is shown in Figure 7 and Figure 8.  

 

 
 

Figure 7. Training error 
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Figure 8. Plotting checking data aganist FIS output 

 

For the reason that average testing error of subtractive clustering  method is lower, it is chosen to 

generate FIS for Neuro Fuzzy Model.  

 

After that, outputs are predicted based on Neural Network and Neuro Fuzzy Models. Actual 

output, predicted output by NNTool and predicted output by ANFIS are listed in Table 1. 

According to these results, to find the best model which predicts more close to actual output, 

mean squared errors between actual data and predicted data that produced by NNTool and 

ANFIS are calculated. While mean squared error for Neural Network Model is found 

0.002010361, mean squared error for Neuro Fuzzy Model is found 0.010864294. According to 

these results, it can be said that Neural Network Model gives better results for this sample. 
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Table 1. Predicted Outputs Produced by NNTool and ANFIS 

 
Actual Output Predicted Output 

Calculated by NNTool 

Predicted Output 

Calculated by ANFIS 

2.58 2.5950 2.6082 

2.62 2.6235 2.6384 

2,59 2.6236 2.6247 

2.56 2.5732 2.5967 

2.59 2.5743 2.5997 

2.55 2.5835 2.5808 

2.59 2.5387 2.5565 

2.54 2.5381 2.5762 

2.59 2.5634 2.5875 

2.64 2.6632 2.6828 

2.63 2.6196 2.6317 

2.65 2.6472 2.6702 

2.63 2.6490 2,6549 

2.61 2.6143 2,6228 

2.64 2.6153 2.6330 

 

 

4. Discussion 

 

It is very hard  to predict equity market data because of its dynamic, nonlinear and complex 

behavior. In this study, prediction of these data is done by using Neural Network Model and 

Neuro Fuzzy Model. It is seen that performance of Neural Network Model is better than Neuro 

Fuzzy Models’. 

 

 

Conclusions  

 

In this study, prediction of equity market data which  is based on neural network and neuro fuzzy 

inferences system is done by using NNTool and ANFIS on matlab platform. The same training 

data which consists of 90 pairs and the same checking data which consists of 15 pairs are carried 

on NNTool and ANFIS. Predictions which are shown in Table 1 are done with these tools. Then, 

mean squared error between actual data and predicted data is calculated for these models. It is 

found that while mean squared error for Neural Network Model is 0.002010361, mean squared 

error for Neuro Fuzzy Model is 0.010864294. As a result, it is seen that Neural Network Model’s 

predictions are more close to the actual outputs with lower mean squared error. 

 

As a future work, it is planned to create a system which is combination of Neural Network Model 

and Fuzzy Logic Model with the aim of improving prediction correctness of the system. 
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